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Abstract

Chemical space is so large that brute force searches for new interesting molecules are infeasible. *High-throughput virtual screening* can speed up the discovery process by collecting very large amounts of data in parallel, e.g., up to hundreds or thousands of parallel measurements. Bayesian optimization (BO) can produce additional acceleration by sequentially identifying the most useful simulations or experiments to be performed. However, current BO methods cannot scale to the large numbers of parallel measurements and the massive libraries of molecules currently used in high-throughput screening. Here, we propose a scalable solution based on a distributed implementation of the Thompson sampling heuristic. We show that this method outperforms other scalable approaches such as a greedy search strategy, $\epsilon$-greedy approaches and a random search method.

1 Introduction

Chemical space is huge: it is estimated to contain over $10^{60}$ molecules. Among these, fewer than 100 million compounds can be found in public repositories or databases [20]. This discrepancy between known compounds and possible compounds implies that many molecules with useful medical or engineering functions are still to be discovered (e.g., new energy materials, pharmaceuticals, dyes, etc.). While the vast size of chemical space makes this an enormous opportunity, it also presents a significant challenge to the identification of new relevant compounds among the many unimportant ones. This challenge is so great that any discovery process relying purely on the combination of scientific intuition with trial and error experimentation is slow, tedious, and in many cases infeasible.

To accelerate the search, high-throughput approaches can be used in a combinatorial exploration of small specific areas of chemical space [18]. These have led to the development of high-throughput virtual screening [17, 6], in which large libraries of molecules are analyzed using theoretical and computational techniques before being culled to a small set of promising compounds for experimentalists to evaluate. However, even searching a tiny drop in the ocean of chemical space can result in a massive initial library of candidate compounds that hits the limits of modern computational capabilities. There is therefore an urgent need to accelerate high-throughput screening approaches.

Bayesian optimization (BO) [11] can speed up the discovery process by using machine learning models to guide the search and make improved decisions about what molecules to analyze next given the data collected so far. However, current BO methods cannot scale to the large numbers of parallel measurements and the massive libraries of candidate molecules currently used in high-throughput screening [17]. Here, we propose a scalable solution based on a distributed implementation of the Thompson sampling heuristic. We show that this method outperforms other scalable approaches such as a greedy search strategy, $\epsilon$-greedy approaches and a random search method.
2 Bayesian neural networks and probabilistic back-propagation

Neural networks are well-suited for implementing BO on molecules. They produce state-of-the-art predictions of chemical properties [13, 15, 19] and can be applied to large data sets by using stochastic optimization techniques [3]. Typical applications of neural networks focus on the deterministic prediction scenario. However, when navigating chemical space, it is desirable to use a probabilistic approach that can produce accurate estimates of uncertainty for efficient exploration, and so we use probabilistic back-propagation (PBP), a recently-developed technique for the scalable training of Bayesian neural networks [10]. Note that other methods for approximate inference in neural networks could have been chosen as well [2, 24, 5]. We prefer PBP because it is fast and it does not require the tuning of hyper-parameters such as learning rates or regularization constants [10].

3 Distributed Thompson sampling

Thompson sampling (TS) [26] trades off exploration and exploitation automatically, without having to use additional explicit parameters, unlike $\epsilon$-greedy approaches. TS also has the advantage that it can be easily used in the batch setting where multiple measurements are collected simultaneously. Furthermore, the process for generating each new batch of molecules can be implemented in a distributed way across different nodes in a computer cluster, unlike other methods for batched BO optimization [23, 22, 7]. This parallelization is important for speeding up computations, especially when the batch size is large and the library of candidate molecules contains millions of elements. The following lines describe the implementation of TS for collecting data in parallel using batches with $N$ molecules:

1. A small number of molecules are selected uniformly at random from the library of candidate molecules and measurements for their ground truth values are obtained.
2. A Bayesian neural network is trained with PBP on the data collected so far.
3. The network weights are sampled $N$ times from the posterior approximation computed by PBP. This results in $N$ deterministic neural networks with known weight values. Each of these networks makes predictions on all the remaining candidate molecules. For each deterministic network, we select the set of $N$ molecules with highest predicted scores. This results in $N$ sets with $N$ molecules each.
4. A new batch with $N$ molecules is generated. For this, we iterate over the $N$ sets with $N$ molecules obtained in the previous step and select from each set the molecule with highest ranking in that set that has not been selected before.
5. Data are collected for each of the $N$ molecules in the batch.
6. Steps 2-5 are repeated.

By sampling the network weights in step 3, TS produces $N$ deterministic neural networks whose predictions attain a balance between exploration and exploitation. Exploitation is enforced because each deterministic neural network is an estimate of Bayes optimal predictor. Exploration is obtained as a result of the randomness of the sampling process. Thus, a balance in the search for optimal molecules is achieved automatically. Note that step 3 is a bottleneck when $N$ and the size of the library of candidate molecules are very large. Nevertheless, this step can be easily implemented in a distributed manner by making predictions with each of the $N$ deterministic neural networks on a different node in a computer cluster. Finally, the reason for generating $N$ sets with $N$ molecules in step 3 is to guarantee that we obtain a final batch with $N$ unique molecules, even if the $N$ deterministic networks make exactly the same predictions on the set of candidate molecules.

4 Description of the data sets

Here we describe the data sets used in our experiments. The input features for all molecules are 512-bit Morgan circular fingerprints [21], calculated with a bond radius of 2, and derived from the canonical SMILES as implemented in the RDkit package [12].

Harvard Clean Energy Project: The Clean Energy Project is the world’s largest materials high-throughput virtual screening effort [9, 8], and has scanned more than 3.5 million molecules to find
those with high power conversion efficiency (PCE) using quantum-chemical techniques, taking over 30,000 years of CPU time. The target value within this data set is the power conversion efficiency (PCE), which is calculated for the 2.3 million publicly released molecules, using the Scharber model \cite{4} and frontier orbitals calculated at the BP86 \cite{16,1} def2-SVP \cite{28} level of theory.

**Dose-Response Data Set:** These data sets were obtained from the NCI-cancer database \cite{14}. The dose-response target value has a potential range of -100 to 100, and reports a percentage cell growth relative to a no-drug control. Thus, a value of +40 would correspond to a 60% growth inhibition and a value of -40 would correspond to 40% lethality. Molecules with a positive value for the dose-response are known as inhibitors, molecules with a score less than 0 have a cytotoxic effect. Results against the NCI-H23 cell line were taken against a constant log-concentration of -8.00M and where multiple identical conditions were present in the data an average was used for the target variables. In this data set we are interested in finding molecules with smaller values of the target variable.

**Malaria Data Set:** The Malaria data set was taken from the \textit{P. falciparum} whole cell screening derived by combining the GSK TCAMS data set, the Novatis-GNF Malaria Box data set and the St Jude’s Research Hospital data set, as released through the Medicines for Malaria Venture website \cite{25}. The target variable is the EC50 value, which is defined as the concentration of the drug which gives half maximal response. Much like the Dose response data set, the focus here is on minimization: the lower the concentration, the stronger the drug.

![Figure 1: Recall obtained by Thompson sampling on each data set. For the CEP data, the recall for molecules with a PCE > 10% is reported, whilst for One-dose and Malaria we report the recall for the molecules in the top 1%. In addition to the Monte Carlo sampling baseline, we also include results for a greedy sampling approach, in which there is no exploration, and the molecules are chosen according to the mean of the predictive distribution given by PBP. The overall lower performance of this greedy strategy illustrates the importance of exploration when choosing molecules for high-throughput virtual screening.](image)

**5 Results**

We evaluate the gains produced by Thompson sampling (TS) in experiments simulating a high throughput virtual screening setting. In these experiments, we sequentially sample molecules from libraries of candidate molecules given by the data sets from Section 4. After each sampling step, we calculate the 1% recall, that is, the fraction of the top 1% of molecules from the original library that are found among the sampled ones. For the CEP data, we compute recall by focusing on molecules with power conversion efficiency (PCE) larger than 10%. In all data sets, each sampling step involves selecting a batch of molecules among those that have not been sampled so far. In the Malaria and One-dose data sets we use batches of size 200. These data sets each contain about 20,000 molecules. By contrast, the CEP data set contains 2 million molecules. In this latter case, we use batches of size 500. We use Bayesian neural networks with one hidden layer containing 100 units.

We compare the performance of TS with two baselines. The first one, greedy, is a sampling strategy that only considers exploitation and does not perform any exploration. We implement this approach by selecting molecules according to the average of the probabilistic predictions generated by PBP. That is, the greedy approach ignores any variance in the predictions of the Bayesian neural network and generates batches by just ranking molecules according to the mean of the predictive distribution given by PBP. The second baseline is a Monte Carlo approach in which the batches of molecules are selected uniformly at random. These two baselines are comparable to TS in that they can be easily
implemented in a large scale setting in which the library of candidate molecules contains millions of elements and data is sampled using large batch sizes.

In the Malaria and One-dose data sets, we average across 50 different realizations of the experiments. This is not possible in the CEP data set, which is 100 times larger than the two other data sets. In the CEP case, we report results for a single realization of the experiment (in a second realization we obtained similar results). Figure 1 shows the recall obtained by each method in the data sets from Section 4. TS significantly outperforms the Monte Carlo approach, and also offers better performance than greedy sampling. This shows the importance of building in exploration into the sampling strategy, rather than relying on purely exploitative methods. The greedy approach performs best in the CEP data set. In this case, the greedy strategy initially finds better molecules than TS, but after a while TS overtakes, probably because a promising area of chemical space initially discovered by the greedy approach starts to become exhausted.

The previous results allow us to consider the savings produced by BO. In the CEP data set, TS achieves about 20 times higher recall values than the Monte Carlo approach, which is comparable to the exhaustive enumeration that was used to collect the CEP data. We estimate that, with BO, the CEP virtual screening process would have taken 1,500 CPU years instead of the 30,000 that were actually used. Regarding the One-dose and Malaria data sets, TS can locate in both sets about 70% of the top 1% molecules by sampling approximately 6,000 molecules. By contrast, the Monte Carlo approach would require sampling 14,000 molecules. This represents a significant reduction in the discovery time for new therapeutic molecules and savings in the economic costs associated with molecule synthesis and testing.

5.1 Comparison with ϵ-greedy approaches

We can easily modify the greedy baseline from the previous section to include some amount of exploration. For example, by replacing a small fraction of the molecules in each batch with molecules chosen uniformly at random. This approach is often called ϵ-greedy [27], where the variable ϵ indicates the fraction of molecules that are sampled uniformly at random. The disadvantage of the ϵ-greedy approach is that it requires the tuning of ϵ to the problem of interest. By contrast, TS automatically adjusts the amount of exploration.

We compared TS with different versions of ϵ-greedy in the same way as above, using ϵ = 0.01, 0.025, 0.05 and 0.075. The experiments with the One-dose and the Malaria data sets are similar to the ones done before. However, we now sub-sample the CEP data set to be able to average across 50 different realizations of the experiment: we choose 4,000 molecules uniformly at random and then collect data in batches of size 50 across 50 different repetitions of the screening process. We compute the average rank obtained by each method across the 3 × 50 = 150 simulated screening experiments. A ranking equal to 1 indicates that the method always obtains the highest recall at the end of the experiment, while a ranking equal to 5 indicates that the method always obtains the worst recall value. Table 1 shows that the lowest average rank is obtained by TS, which achieves better exploration-exploitation trade-offs than the ϵ-greedy approaches.
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