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Abstract

Fully observed large binary matrices appear in a wide variety of contexts. To model them, probabilistic matrix factorization (PMF) methods are an attractive solution. However, current batch algorithms for PMF can be inefficient since they need to analyze the entire data matrix before producing any parameter updates. We derive an efficient stochastic inference algorithm for PMF models of fully observed binary matrices. Our method exhibits faster convergence rates than more expensive batch approaches and has better predictive performance than scalable alternatives. The proposed method includes new data subsampling strategies which produce large gains over standard uniform subsampling. We also address the task of automatically selecting the size of the minibatches of data and we propose an algorithm that adjusts this hyper-parameter in an online manner.

1 Introduction

Many machine learning methods have been developed for modeling matrices with a large number of missing entries. Matrix factorization (MF) approaches are probably the most successful because of their simplicity and often superior predictive performance. These methods assume that the partially observed data matrix \( X \) is well approximated by a low rank matrix \( UV^T \). We will focus on probabilistic approaches in which fast approximate inference is usually implemented using variational Bayes (VB) [7, 10, 8]. The resulting techniques are computationally efficient because their cost depends only on the number of entries observed in \( X \), which is usually low, and not on the size of \( X \) which can be large. Many real-world datasets are binary, that is, the entries of \( X \) take values in \( \{0,1\} \). In these cases, \( X \) is fully observed and the aforementioned probabilistic approaches are infeasible in practice because they are based on batch variational algorithms that require processing all the entries in \( X \) before producing even a single update to the variational parameters.

We address the problem of scalable learning with probabilistic MF models that are accurate enough to produce state-of-the-art predictions on large binary matrices. To meet this challenge we propose a novel stochastic inference algorithm. Stochastic methods have the advantage that, with large datasets, they can make reasonably accurate predictions before a batch algorithm has generated a single parameter update. The proposed approach is based on a recently developed method called stochastic variational inference (SVI) [3]. MF models present specific challenges for SVI that are not encountered in models currently addressed by this technique because: i) We subsample individual matrix entries instead of complete data instances (e.g. an entire document in LDA). In standard SVI all the variational parameters are updated each time a data instance is subsampled. With matrices, we have different parameters for each row and column in \( X \) and each time we subsample a matrix entry, we update only the variational parameters associated with the row and column of that entry. This makes the data sub-sampling strategy more important because it determines which parameters
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are updated and how often. For this reason, we develop novel data subsampling strategies with different sampling probabilities across the rows and columns of $X$. ii) Parameter estimates in MF models often exhibit heavy-tailed empirical distributions $[6]$. These heavy-tails can significantly reduce the convergence speed of stochastic algorithms in practice. A solution is to use minibatches to reduce the effect of outliers in the noisy estimates of the gradients. However, the best minibatch size $S$ can be dataset-dependent. To avoid having to hand-tune $S$ to each dataset, which is common practice, we propose a method that adaptively selects the value of $S$ online.

Our algorithm improves upon the state-of-the-art in probabilistic MF because i) we handle fully observed matrices and learn by subsampling individual matrix entries, ii) we use likelihood functions for binary data and not for continuous data, iii) flexible priors and additional bias parameters can be easily incorporated with our method, and iv) we use improved subsampling strategies and propose a rule to automatically select the minibatch size.

2 A Probabilistic Model for Binary Matrices

We describe a probabilistic model for the generation of an $L \times M$ sparse binary matrix $X$. We assume that there are two low rank matrices or latent factors $U \in \mathbb{R}^{L \times D}$ and $V \in \mathbb{R}^{M \times D}$, where $D \ll \min(L, M)$, such that $X$ is obtained as a function of $U$, $V$ and some additive noise. In particular, $X = \Theta[U^T + z + E]$, where $\Theta[\cdot]$ applies the Heaviside step function to the entries of a matrix, $z \in \mathbb{R}$ is a global bias parameter and $E$ is an $L \times M$ additive noise matrix whose entries $e_{i,j}$ are i.i.d. with cumulative distribution function given by the logistic function $\sigma(x) = 1/[1 + \exp(-x)]$. This results in the likelihood

$$p(X|U, V, z) = \prod_{i=1}^{L} \prod_{j=1}^{M} p(x_{i,j}|u_i, v_j, z) = \prod_{i=1}^{L} \prod_{j=1}^{M} \left[ \sigma(u_i v_j^T + z)^{x_{i,j}} \cdot \sigma(-u_i v_j^T - z)^{1-x_{i,j}} \right],$$

where $u_i$ and $v_j$ are the $i$-th and $j$-th rows of $U$ and $V$, respectively. We specify fully factorized Gaussian priors for $U$, $V$ and $z$. We can also incorporate a local bias to each row and column by adding fixed columns of ones to $U$ and $V$. The posterior distribution for $U$, $V$ and $z$ is

$$p(U, V, z|X) = p(X|U, V, z)p(U)p(V)p(z)/p(X).$$

The computation of (2) and (3) is intractable and we have to use approximations. In the following section we show how to use VB $[5]$ for computing approximations to (2) and (3).

2.1 Variational Bayes for Binary Matrices

VB approximates the exact posterior (2) with a simpler distribution $q(U, V, z)$ that is tractable. We choose $q(U, V, z)$ to be a fully factorized Gaussian:

$$q(U, V, z) = \prod_{i=1}^{L} \prod_{d=1}^{D} \mathcal{N}(u_{i,d}|\bar{u}_{i,d}, \tilde{u}_{i,d}) \prod_{j=1}^{M} \prod_{d=1}^{D} \mathcal{N}(v_{j,d}|\bar{v}_{j,d}, \tilde{v}_{j,d}) \mathcal{N}(z|\bar{z}, \tilde{z}).$$

We use $\Phi = \{\{\bar{u}_{i,d}, \tilde{u}_{i,d}\}_{i=1}^{L}, \{\bar{v}_{j,d}, \tilde{v}_{j,d}\}_{j=1}^{M}\}_{d=1}^{D}, \bar{z}, \tilde{z}$ to denote the variational parameters that are adjusted so that $q(U, V, z)$ is as similar as possible to $p(U, V, z|X)$. This is done maximizing the evidence lower bound (ELBO) $\mathcal{L}(\Phi) = \mathbb{E}_q[\log p(U, V, z|X)] - \mathbb{E}_q[\log q(U, V, z)]$. However, $\mathbb{E}_q[\log p(U, V, z|X)]$ cannot be evaluated analytically. To address this, we use the Gaussian lower bound on the logistic function described in [4]. We choose this approximation because it yields Gaussian complete conditional distributions. Exponential family complete conditionals will allow us to use stochastic inference methods based on natural gradients, which improve convergence $[3]$. We lower bound $\sigma(a)^{x_{i,j}} \cdot \sigma(-a)^{1-x_{i,j}}$ in (4) with

\footnote{A complete conditional is the conditional distribution of a variable given all of the other variables.}
\[ \tau(a, \xi) = \exp\{a x_{i,j}\} \sigma(\xi) \exp\{-\frac{a^2 \xi}{2} + \lambda(\xi)(a^2 - \xi^2)\}, \] where \( \lambda(\xi) = (0.5 - \sigma(\xi))/(2\xi) \) and \( \xi \) is adjusted to make the lower bound tight at \( x = \pm \xi \). When we replace each \( p(x_{i,j} | u_i, v_j, z) \) in (1) with an instantiation of \( \tau(a, \xi) \) that includes its own parameter \( \xi, u_i, v_j, z \), we obtain a new lower bound

\[ L'(\Phi, \Xi) = \sum_{i=1}^{M} \sum_{j=1}^{M} \alpha_{i,j} + \sum_{i=1}^{L} \sum_{d=1}^{D} \beta_{i,d} + \sum_{j=1}^{D} \sum_{d=1}^{D} \gamma_{j,d} + \kappa, \tag{5} \]

where \( \Xi = \{\{\xi_{i,j}\}_{i=1}^{M}\}_{j=1}^{M} \), \( \alpha_{i,j} = \log \sigma(\xi_{i,j}) - 0.5[\mu_{i,j}(1 - 2x_{i,j}) + \xi_{i,j}] + \lambda(\xi_{i,j})\mu_{i,j}^2 + s_{i,j}^2 - \xi_{i,j}^2 \), \( \beta_{i,d} = \rho_{u_i,d} \bar{u}_{i,d} - u_i d_v_{i,d} \), \( \gamma_{j,d} = \rho_{v_j,d} \bar{v}_{j,d}, \) \( \kappa = \rho(z, \bar{z}, \bar{z}, 0) \), \( \rho(a, b, c, d) = -0.5 - 0.5 \log a/b + [(c - d)^2 + a] [2b]^{-1} \), \( \mu_{i,j} = \sum_d u_i d_v_{i,d} \) and \( s_{i,j}^2 = \sum_d \bar{u}_{i,d}^2 \bar{v}_{j,d}^2 + \bar{u}_{i,d}^2 \bar{v}_{j,d}^2 + \bar{u}_{i,d}^2 \bar{v}_{j,d}^2. \) One could tune \( q \) by the alternative maximization of \( L' \) with respect to \( \Phi \) and \( \Xi \). Given \( \Phi, \Xi \) is optimized by setting \( \xi_{i,j} = [\mu_{i,j}^2 + s_{i,j}^2]^{0.5} \).

Given \( \Xi, \Phi \) can be optimized by doing an iteration of gradient descent \[10\]. This reference describes a state-of-the-art batch method for the optimization of the ELBO in MF models with Gaussian likelihood. The resulting batch algorithm is infeasible when \( X \) is very large since each iteration requires the examination of all the entries in \( X \) before updating any parameters. For massive matrices, we propose a method based on stochastic variational inference (SVI) \[3\] for optimizing \( L' \).

### 2.2 SVI for Binary Matrices

Stochastic optimization methods follow noisy estimates of the gradient of a target function which consists of the sum of many terms. Noise arises because the target function is approximated by summing over a reduced set of terms which are randomly subsampled. We apply stochastic optimization to \( L'(\Phi) = \max_{\Xi} L'(\Phi, \Xi) \). For this, we iterate over the following process. Firstly, we randomly select indexes \( i \in \{1, \ldots, L\} \) and \( j \in \{1, \ldots, M\} \) with probability \( p(i, j) \). Secondly, we optimize \( \xi_{i,j} \) by setting \( \xi_{i,j} = [\mu_{i,j}^2 + s_{i,j}^2]^{0.5} \). Thirdly, we compute a noisy estimate of \( L'_n(\Phi, \xi_{i,j}) \):

\[ L'_n(\Phi, \xi_{i,j}) = [\epsilon_{i,j}^n]^{-1} \alpha_{i,j} + \sum_{d=1}^{D} \beta_{i,d} + \sum_{d=1}^{D} \gamma_{j,d} + \kappa, \tag{6} \]

where \( \epsilon_{i,j}^n \) is a re-scaling constant. Finally, we update \( \Phi_{i,j} = \{\bar{u}_{i,d}, \bar{u}_{i,d}, \bar{v}_{j,d}, \bar{v}_{j,d}\}_{d=1}^{D}, \{\bar{z}, \bar{z}\} \) by making a small step in the direction of the gradient of (6). Intuitively, (6) is an appropriately re-scaled version of (5) that includes only those terms which have the same indexes \( i \) and \( j \) as the subsampled matrix entry \( x_{i,j} \). Importantly, the constant \( \epsilon_{i,j}^n \) is chosen to guarantee that the expectation under the data-sampling strategy \( p(i, j) \) of the gradient of (6) with respect to the elements of \( \Phi_{i,j} \) is the same as the gradient of \( L'(\Phi) \) with respect to those elements.

Instead of standard gradients, one can achieve faster convergence using natural gradients \[11\]. For this, we work with the natural parameters of (4): \( \bar{u}_{i,d} = \bar{u}_{i,d}/u_{i,d}, \bar{v}_{j,d} = 1/u_{i,d}, \) and similarly for \( \bar{v}_{j,d}, \bar{u}_{i,d}, \bar{z} \) and \( z \). Let \( \bar{u}_{i,d} = (\bar{u}_{i,d}, \bar{u}_{i,d}) \) and let \( \nabla L'(\bar{u}_{i,d}) \) denote the natural gradient of (6) with respect to \( \bar{u}_{i,d} \). Then \( \nabla L'(\bar{u}_{i,d}) = \bar{u}_{i,d}^\gamma - \bar{u}_{i,d} \), where \( \bar{u}_{i,d} = (\bar{u}_{i,d}, \bar{u}_{i,d}) \) is the value of \( \bar{u}_{i,d} \) that maximizes (6) when all the other natural parameters are kept fixed to their current values. Note that \( \bar{u}_{i,d}^\gamma \) is a noisy estimate of the maximizer of the exact ELBO (5) with respect to \( \bar{u}_{i,d} \) when all the other natural parameters are kept fixed. The resulting stochastic update for \( \bar{u}_{i,d} \) is

\[ \bar{u}_{i,d} = \bar{u}_{i,d} + \rho^\gamma \nabla L'(\bar{u}_{i,d}) = (1 - \rho^\gamma) \bar{u}_{i,d} + \rho^\gamma \bar{u}_{i,d}, \tag{7} \]

where \( \rho^n \) is the size of the step taken in the direction of the natural gradient. The corresponding stochastic updates for \( \bar{v}_{j,d} \) and \( \bar{z} \) are similar.

The resulting Stochastic Inference method for Binary Matrices (SIBM) works by iterating over the following steps: i) randomly subsample an entry \( x_{i,j} \) from \( X \) with probability \( p(i, j) \) and ii) perform a small update of the variational parameters that approximate the posterior distribution of the \( i \)-th row of \( U \), the \( j \)-th row of \( V \) and the global bias \( z \). In practice, each time we sample the indices \( i \) and \( j \), we first update \( z \), then all the \( \bar{v}_{j,d} \) and finally all the \( \bar{u}_{i,d} \). Each of these operations is performed using the updated parameter values produced by the previous operations. Furthermore, we recompute the optimal value for \( \xi_{i,j} \) whenever any of the natural parameters change.

---

\(^2\) This property is required to ensure that the algorithm converges to a minimum of the exact target function.
2.3 The Sampling Distribution

We investigate the performance of different choices of \( p(i,j) \), the probability distribution used to subsample the entries of \( X \). Our objective will be to predict the location of those entries in \( X \) that would have taken value one but actually took value zero by effect of the additive noise matrix \( E \). Real-world binary matrices are typically highly sparse. This means that when using a uniform strategy \( p(i,j) = 1/(LM) \), most of the sampled entries \( x_{i,j} \) take value zero. As a result, SIBM may take many iterations to obtain good predictive performance. We propose two alternative strategies for which we can compute the appropriate rescaling \( c_{i,j}^{s} \) in (6).

To ensure that we see enough ones, we propose to sample zeros and ones with equal probability, that is, \( p(i,j) = 1/(2 \sum_{a=1}^{L} \sum_{b=1}^{M} I[x_{i,j} = x_{a,b}]) \), where \( I[\cdot] \) is the indicator function. Now, each time that an entry is sampled we obtain a zero or a one with equal probability. However, another characteristic of real-world binary matrices is that the frequency of ones and zeros is unbalanced; they can change considerably across rows or columns. In practice, it will take SIBM a long time to accurately model those ones located in rows/columns with many zeros. Any entry sampled in those rows/columns will usually take value zero and sampling a zero there is unlikely to be useful since SIBM can learn quickly that these rows/columns are very sparse. Therefore, we account for this by biasing the class-balanced strategy so that the probability of sampling a one at location \( (i,j) \) is proportional to i) the number of zeros found in the \( i \)-th row and ii) the number of zeros found in the \( j \)-th column. A similar bias is introduced for the zeros. The result is the sampling distribution

\[
p(i,j) = [r_{i}^{(1-x_{i,j})} c_{j}^{(1-x_{i,j})}] [2 \sum_{a=1}^{L} \sum_{b=1}^{M} I[x_{i,j} = x_{a,b}] r_{a}^{(1-x_{a,b})} c_{b}^{(1-x_{a,b})}]^{-1},
\]

where \( r_{i}^{(0)} \) and \( r_{i}^{(1)} \) are the number of zeros and ones in the \( i \)-th row of \( X \) and \( c_{j}^{(0)} \) and \( c_{j}^{(1)} \) count the number of zeros and ones in the \( j \)-th column. These counts are lower thresholded at 1 so that \( p(i,j) \neq 0 \). We find in all of our experiments that the final sampling strategy given in (8) performs best, and so we use this strategy in all experiments presented here.

2.4 Automatic Minibatch Size

Stochastic methods often use minibatches to reduce variance in the noisy estimates of the natural gradient and help the algorithm converge to better local optima. When using a minibatch of size \( S \), we randomly subsample \( S \) entries from \( X \). We now store the parameter update values that maximize the noisy ELBO \( \tilde{u}_{i,d}^{s} \) and \( \tilde{v}_{j,d}^{s} \) for each sample \( s = 1, \ldots, S \). After subsampling \( S \) entries, we update each \( u_{i,d} \) if at least one of the last \( S \) subsampled entries belongs to the \( i \)-th row of \( X \). The minibatch update rule is the same as in (7), but replacing \( u_{i,d} \) with \( u_{i,d}^{\text{avg}} = \frac{1}{n(i)} \sum_{s=1}^{n(i)} u_{i,d}^{s} \), where \( n(i) \) is the number of entries from the \( i \)-th row found in the last \( S \) subsampled entries.

An important question is how to choose the minibatch size \( S \). This relevant because in matrix factorization models we have that parameter values are often heavy tailed in (6). In our stochastic method, results in heavy tailed noisy estimates of the natural gradients. The choice of \( S \) represents a trade-off between the reduction of these heavy tails and slow convergence due to excessively large minibatches. To avoid having to hand-tune \( S \) to each dataset or run expensive cross validation searches to fix this parameter, we propose an adaptive algorithm that selects \( S \) appropriately to the statistics of the data during learning. Our approach is to choose \( S \) so that we bound the magnitude of the error in the noisy gradient. Let \( \hat{u}_{i,d}^{*} \) be the value of \( u_{i,d} \) that maximizes the exact ELBO (5).

We obtain a probabilistic bound on the relative error of \( \hat{u}_{i,d}^{*,\text{avg}} \) with respect to the global maximizer of the ELBO, \( \hat{u}_{i,d}^{*} \) using Markov’s inequality:

\[
\delta = p \left[ \frac{||u_{i,d}^{*,\text{avg}} - u_{i,d}^{*}||^2}{||u_{i,d}^{*}||^2} \right] \geq \theta \leq \frac{\mathbb{E}[||u_{i,d}^{*,\text{avg}} - u_{i,d}^{*}||^2]}{\theta ||u_{i,d}^{*}||^2} = \frac{\text{Var}[u_{i,d}^{*}]}{\theta ||u_{i,d}^{*}||^2} = \frac{1}{n(i)} \frac{\text{Var}[u_{i,d}^{*}]}{\theta S \mathbb{E}[|u_{i,d}^{*}|^2]},
\]

where \( \text{Var}[u_{i,d}^{*}] \) is a vector with the variances of the entries in \( u_{i,d}^{*} \), \( p(i) \) is the probability of sampling an element from the \( i \)-th row of \( X \), that is, \( p(i) = \sum_{j} p(i,j) \). We have approximated \( \mathbb{E}[1/n(i)] \) by \( 1/p(i)S \) and we have used the fact that \( \hat{u}_{i,d}^{*} = \mathbb{E}[u_{i,d}^{*,\text{avg}}] \). We solve for \( S \) and obtain a minibatch size that approximately limits the probability that the relative error of \( u_{i,d}^{*,\text{avg}} \) is larger than \( \theta \):

\[
S = \frac{||\text{Var}[u_{i,d}^{*}]||}{\theta^2 \delta p(i) ||\mathbb{E}[u_{i,d}^{*}]||^2} \approx \frac{1}{\theta^2 \delta} \frac{||\text{Var}[u_{i,d}^{*}]||}{||\mathbb{E}[u_{i,d}^{*}]||^2}.
\]

(9)
The proposed approach requires choosing a single dataset-independent parameter, that is, the product of $\theta$ and $\delta$, as opposed to hand-tuning $S$ to each dataset. By making $\theta \delta$ small we limit the expected deviation of $\hat{u}_{i,d}$ from $u_{i,d}^\star$. In practice $\theta \delta = 2$ leads to good performance. Note that rule (9) requires knowing $\mathbb{E}[\hat{u}_{i,d}^\star]$ and $\text{Var}[\hat{u}_{i,d}^\star]$. We estimate these quantities online using exponentially weighted moving averages. Also, note that rule (9) provides a different minibatch size for each of the $\hat{u}_{i,d}$. The rule for each of the $\hat{v}_{j,d}$ is similar. In practice, we select $S$ to be the average of the minibatch sizes selected for each of these parameters.

3 Experiments and Discussion

We consider six datasets that include i) a synthetic dataset generated by sampling $X$ from the generative model assumed by SIBM, ii) Purchase data from a retail store (retail) [2], iii) click data from an online news portal (Kosarak). We include two datasets from the 2000 KDD Cup, iv) point of sale data from a retailer (POS), v) click data from an e-commerce website (WebView), and vi) the Netflix data, treating 4-5 star ratings as ones. We pre-process the original datasets to be able to compare to the computationally expensive batch approach. We keep the 1000 columns with the highest number of ones and discard rows with fewer than 10 ones. We then randomly subsample 2000 rows. Each matrix is randomly split into a training matrix and a set of test entries with value one. The training matrix is generated by randomly removing a one entry from each row in the original matrix and adding this entry to the test set. Predictive performance is evaluated using recall at 10; for this we use (3) to rank the zeros by their probability of actually taking value one in the noise free matrix. We compare the version of SIBM that selects the minibatch size $S$ automatically (SIBM-auto) with a version of SIBM in which $S$ is selected via cross-validation to maximize recall on a validation set (SIBM-recall). We also compare to i) the batch algorithm (batch) that maximizes (5) [10], ii) the analytic solution for variational MF with Gaussian likelihood [8] (Nak10) and iii) the extension of this method to binary matrices [12] (See12), iv) a scheme described in [9] (Pak13) that subsamples the zeros, and finally, v) one of the best performing non-variational Bayesian algorithms, BPR [11].

Figure 1 shows the average recall on 20 realizations of the experiments vs. the number of entries from $X$ that are observed on three of the datasets. Results for all datasets are shown in Table 1. Other than the analytic solutions (Nak10 and See12), all algorithms have linear cost in the number of observations. It is hard to quantify the number of entries observed by Nak10 and See12, which are based on iterative calls to an SVD subroutine. Therefore, their performance is presented as a constant line. The figures show that that SIBM converges faster than batch and sometimes also to better solutions, such as in the WebView dataset. SIBM-auto produces the greatest improvements during the first iterations of the learning process. These first iterations are the part of the plots that are most relevant for large scale learning. With massive data, only a few passes over the available data instances are possible. It is then when stochastic methods are most useful. In general, the results of SIBM-auto are very close to those of the gold-standard SIBM-recall. The analytic algorithms (Nak10, See12) usually obtain poor predictive performance due to the simplistic modelling assumptions that they make. Pak13 performs poorly because this method subsamples the zeros and

---

3This is a generous assumption for See12, see wall-clock times in Figure 2.
Table 1: Avg. recall after observing $10^7$ samples. Best results in bold, second best underlined.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SIBM recall</th>
<th>SIBM auto</th>
<th>batch</th>
<th>Paq13</th>
<th>BPR</th>
<th>Nak10</th>
<th>See12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic</td>
<td>0.368</td>
<td>0.360</td>
<td>0.314</td>
<td>0.234</td>
<td>0.321</td>
<td>0.250</td>
<td>0.295</td>
</tr>
<tr>
<td>Netflix</td>
<td>0.198</td>
<td>0.198</td>
<td>0.203</td>
<td>0.143</td>
<td>0.187</td>
<td>0.188</td>
<td>0.201</td>
</tr>
<tr>
<td>Kosarak</td>
<td>0.388</td>
<td>0.382</td>
<td>0.348</td>
<td>0.327</td>
<td>0.348</td>
<td>0.336</td>
<td>0.352</td>
</tr>
<tr>
<td>POS</td>
<td>0.373</td>
<td>0.371</td>
<td>0.351</td>
<td>0.354</td>
<td>0.345</td>
<td>0.295</td>
<td>0.350</td>
</tr>
<tr>
<td>WebView</td>
<td>0.398</td>
<td>0.372</td>
<td>0.322</td>
<td>0.235</td>
<td>0.327</td>
<td>0.307</td>
<td>0.218</td>
</tr>
<tr>
<td>Retail</td>
<td>0.234</td>
<td>0.230</td>
<td>0.229</td>
<td>0.233</td>
<td>0.223</td>
<td>0.152</td>
<td>0.228</td>
</tr>
</tbody>
</table>

In summary, our stochastic inference method represents an extension of the method stochastic variational inference (SVI) to matrix factorization models, a class of models not addressed before by SVI. The proposed method has the following advantages with respect to existing probabilistic solutions: i) we can handle fully observed matrices, ii) learning occurs by subsampling the matrix entries, iii) we use likelihood functions for binary data instead of for continuous data, iv) flexible priors and additional bias parameters can be easily incorporated in the method.
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