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Abstract

This paper is an introduction to some basic concepts on transcription networks, microarray chips and sparse linear methods. We describe the application of sparse linear methods to the modeling of gene expression data. First, we review the gene expression process and how transcription networks regulate protein production rates in cells. After this, DNA microarray chips are described alongside with the specific features of the gene expression data generated by this technology. Finally, we also introduce different sparse linear methods that are frequently used in the modeling of gene expression data.

1 Introduction

Cells are very complex devices composed of several thousands of interacting proteins, where each of these proteins is a biological molecule that accomplishes a specific task with very high precision. In particular, proteins do almost everything in a cell, from the catalyzation of chemical reactions or the maintenance of cell shape and size to the transmission and processing of information or the binding of small target molecules [1]. As an example, *Saccharomyces cerevisiae* or budding yeast is one of the most thoroughly researched microorganisms and its individual cells typically contain a few billion proteins of about 6,600 different types [2].

Throughout the lifetime of a cell, different proteins have to be produced in different situations with production rates that can also vary with time. For example, in another well studied microorganism called *Escherichia coli*, the absence of glucose and the presence of lactose triggers the production of several proteins that are required for the transport and the metabolism of lactose [2]. When the DNA molecules of a cell undergo structural damage, DNA repair proteins are produced by the cell to correct the alterations in the DNA molecules [3]. Thus, a cell constantly checks for changes in its environment and automatically fixes an adequate production rate for each protein. The process by which a protein is synthesized from the information stored in the DNA is called gene expression. Additionally, the main mechanism of control of the amount of proteins generated during the gene expression process is called transcription regulation and it is carried out by transcription control networks [4, 2].

DNA microarray chips [5] are a recent high-throughput molecular technology that allows researchers to simultaneously monitor the expression profile of thousands of genes in a single sample of cells or tissues. Microarray datasets often present three common characteristics. First, they only include a limited number of data instances. Second, noise in the expression measurements is frequently very high and finally, microarray datasets have a large dimensionality, where $d \gg n$. These features provide a significant challenge to the analysis of gene expression data. In particular, most machine learning methods are likely to identify irrelevant patterns in such a 'large $d$, small $n$' scenario [6]. To solve this problem, a popular approach is to consider an underlying sparse linear model whose input is the activity of a few relevant genes. Given a microarray dataset, the coefficients of this linear model are learned using a sparse linear method [7, 8, 9].
Gene expression is the process by which proteins are synthesized in a cell. A gene is a sequence of nucleotides in a DNA molecule with the instructions for the production of a particular protein [10]. Genes are generally preceded in the DNA by a regulatory region called the promoter. The enzyme RNA polymerase binds this promoter and synthesizes a pre-mRNA molecule or primary transcript that is a complementary copy of the gene. This first step of the gene expression process is called transcription. In a second step called RNA processing, the pre-mRNA molecule undergoes some modifications to become an mRNA molecule. After this, a step called translation generates from the mRNA molecule a corresponding polypeptide chain. The required mapping between RNA trinucleotide sequences and amino acids is known as the genetic code [1]. Finally, the polypeptide chain is folded into a three-dimensional structure, becoming a biochemically active protein [4]. Figure 1 displays these four steps of the gene expression mechanism: transcription, RNA processing, translation and folding.

Regulatory molecules can control the final concentration of each protein. For this, they modify the amount of intermediate product produced at each step of the gene expression process. Regulators are generally fully-assembled proteins but other intermediate products such as RNA molecules or polypeptides can also have a control role in the gene expression process [10, 4]. Although regulation can take place at any step, transcriptional control is the most important mechanism for regulating gene expression. In particular, a control step at the beginning of the gene expression process allows the cell to save energy by preventing the production of unnecessary RNA molecules.

3 Transcription Regulation

The rate of synthesis of pre-mRNA molecules is determined by the activity of the enzyme RNA polymerase (RNAP). After binding a specific DNA sequence in the promoter, RNAP opens the DNA double helix and starts copying the genetic material into a pre-mRNA molecule. Transcription ends when RNAP finds a stop sequence in the DNA. This process is illustrated in the top of Figure 2. The activity of RNAP can be altered by the action of different regulatory molecules. These regulators may modify (i) the affinity of RNAP to bind the promoter, (ii) the accessibility of RNAP to the DNA, (iii) the rate at which RNAP synthesizes the pre-mRNA molecule and (iv) the location in the DNA where RNAP terminates the copying process [10]. From these four transcriptional control mechanisms, the first one appears to be the most predominant in nature [4]. The reason for this is that this form of regulation is very configurable for specific genes.

The affinity of RNAP for binding a particular promoter can be modified by a series of regulatory proteins called transcription factors. These are DNA binding proteins that are able to recognize and bind specific DNA sequences called motifs. When a transcription factor (TF) binds a motif in the
Figure 2: Transcription begins when RNAP binds a specific DNA sequence in the promoter (top). After this, RNAP copies the genetic material into a pre-mRNA molecule. Transcription ends when a particular stop sequence is recognized by RNAP. Activator proteins may bind a specific nucleotide sequence in the promoter, increasing the binding affinity of RNAP (bottom left). Repressor proteins may bind a specific nucleotide sequence in the promoter, reducing the binding affinity of RNAP (bottom right).

For a promoter of a target gene, it changes the probability per unit time that RNAP binds the promoter and generates a pre-mRNA molecule [2]. In particular, if the TF is an activator it can recruit RNAP to the promoter of the target gene and increase the probability of transcription initiation. By contrast, if the TF is a repressor it can prevent RNAP from binding the promoter of the target gene and the probability of transcription initiation is reduced. The bottom of Figure 2 illustrates this behavior. The molecular form of a TF can shift rapidly from active to inactive states and this depends on specific environmental signals [2]. An active TF is very likely to bind the promoter of a target gene, while the DNA binding properties of an inactive TF are significantly reduced. TFs are proteins and are also encoded in the DNA by genes. This means that the expression level of a particular TF can also be controlled by other TFs and these may additionally be regulated by yet other TFs and so on. These regulatory interactions at the transcription level between different genes and different gene products can be organized in a transcription control network.

4 Transcription Control Networks

A transcription control network (TCN) describes the transcriptional regulatory interactions between the genes of a cell [4, 2, 13]. Each node in the network corresponds to a specific gene and each edge represents a transcriptional regulatory relationship between the two connected nodes. In particular, the directed edge $X \rightarrow Y$ indicates that the protein product of gene $X$, typically a TF, has a direct effect on the transcription rate of gene $Y$. TCNs have a scale free topological structure [14, 15, 13]. This means that most genes are involved in only a reduced number of interactions, while a few hubs or key regulators are linked to a significantly higher number of genes. Figure 4 illustrates this by displaying an approximation of the TCN for budding yeast, where the directionality of the edges has been removed to improve network visualization [11]. In this TCN, the average connectivity of a few hub genes (diamond-shaped nodes) is very high: 21.75, while the average network connectivity is much lower: 3.77. Highly connected nodes or hubs are the result of a heavy tail in the connectivity distribution of scale-free networks. In particular, the probability that a randomly selected node in a scale-free network has exactly $k$ links follows a power law $P(k) \sim k^{-\gamma}$, where $\gamma$ is the scaling exponent and $\sim$ indicates ‘proportional to’ [14]. The left part of Figure 4 shows a histogram for the connectivity in the TCN of budding yeast. The heavy tail in this histogram and its decreasing shape suggest a power law for the connectivity distribution. Further evidence is given by the right part of Figure 4, which shows a log-log plot of the empirical connectivity probabilities. The points in this plot are well approximated by a straight line. This is a clear signature of an underlying power law process. Another key feature of scale-free networks, and in particular TCNs, is their robustness [14]. In a scale-free network, random failure of a node generally affects the many nodes with low connectivity, which are not essential for maintaining the network integrity. However, an intentional attack to a few of the hub nodes or key connectors can significantly damage the network.
Figure 3: Main connected component of an approximation for the transcription control network of budding yeast. This network is described in [11]. Each node represents a different gene and each link represents a transcriptional regulatory interaction between two genes. White diamond-shaped nodes correspond to the 20 genes with highest connectivity. The average connectivity of these hub genes is very high: 21.75. By contrast, the average connectivity of a gene that is selected randomly in the network is much lower: 3.77. The network was visualized using the software Cytoscape [12].

4.1 Modeling the Edges in a TCN

As mentioned before, a link in a TCN represents an interaction between a regulator and a target gene. This interaction can be formally described in terms of the concentrations of regulator, pre-mRNA molecules of the target gene and enzyme RNAP. For this, Michaelis-Menten interaction kinetics and the Hill equation are employed to model the chemical reactions that occur during the transcription process [4, 2, 16].

First, we consider a situation with no regulation in which RNAP ($P$) binds a nucleotide sequence in the promoter ($N$) of a gene to form a complex ($PN$). After this, transcription occurs and a pre-mRNA molecule ($X$) is generated. These chemical reactions are represented schematically as follows:

$$
\begin{align*}
P + N & \xrightarrow{k_{+1}} PN \\
PN & \xrightarrow{k_{-1}} P + N + X,
\end{align*}
$$

where $k_{+1}$ and $k_{-1}$ are respectively the rates of complex formation and complex dissociation and $k_{+2}$ is the rate of transcription. Michaelis-Menten kinetics allow us to obtain a differential equation for the concentration of $X$ (see Appendix A), namely

$$
\frac{d[X]}{dt} = \frac{V_m[P]}{[P] + K_m} - \delta[X],
$$

where $\delta$ is the rate of degradation of $X$, $[\cdot]$ stands for ‘concentration of’, $V_m = k_{+2}[N]_0$ is the maximum rate of synthesis and $K_M = (k_{-1} + k_{+2})/k_{+1}$ is referred to as the Michaelis constant. When $[P]$ exceeds $K_M$, the rate of synthesis of $X$ begins to saturate at its maximum value $V_m$.

The previous example can be easily extended to account for positive regulation by a TF. In particular, RNAP may not bind the promoter of a gene unless an activator ($A$) has already bound a nucleotide sequence in the promoter [4]. The bottom left of Figure 3 illustrates this. Additionally, the promoter may contain $\alpha$ copies of the DNA sequence bound by $A$. Under this setting, the differential equation for the concentration of $X$ (see Appendix B) is given by

$$
\frac{d[X]}{dt} = V_m \cdot \frac{[A]^{\alpha}}{[A]^{\alpha} + K_A} \cdot \frac{[P]}{[P] + K_m} - \delta[X],
$$
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where $K_A$ is a constant that determines the saturation threshold for $A$. Similarly, the transcription process can be negatively regulated by a repressor ($R$) that binds a particular nucleotide sequence in the promoter of a gene. Under this configuration, transcription by RNAP only occurs when $R$ is not bound [2]. The bottom right of Figure 3 illustrates this. Additionally, the promoter of the gene may contain $\beta$ copies of the nucleotide sequence bound by the repressor. The corresponding differential equation for the concentration of $X$ (see Appendix C) is given by

$$\frac{d[X]}{dt} = V_m \cdot \frac{1}{1 + [R]^\beta / K_R} \cdot \frac{[P]}{[P] + K_m} - \delta[X],$$  \hspace{1cm} (4)

where $K_R$ is a constant that determines how much repressor is necessary for reducing the production rate to a half of the maximal activity that would be obtained under no regulation and no transcript degradation [2].

5 Microarray Chips

The internal state of a cell is determined by the proteins that form the cell and their corresponding concentrations. Hence, we may construct a model of cell functioning (e.g. a TCN) by measuring protein concentrations in a cell under different conditions, as illustrated in Figure 5. This may require specific machine learning and pattern recognition methods. The information encoded in the model
Figure 6: Left, fluorescently marked cDNA molecules bind complementary probes on the surface of the microarray chip. The relative number of these hybridizations depends on the concentration of RNA transcripts in the original sample. The four leftmost probes match a gene that is not expressed by the cells under study. Therefore, few cDNA molecules bind this group of probes. By contrast, the four rightmost probes match a gene that is significantly expressed in the original sample. Thus, several cDNA molecules bind this group of probes. Right, image of logarithmic probe intensities in a DNA microarray chip. Each dot in the image corresponds to a group of identical probes that match a specific gene subsequence. The dot intensities are given by the respective concentrations of bound cDNA molecules.

Measurements of protein concentration can be obtained indirectly using a recent high-throughput molecular technology referred to as DNA microarray chips [5]. Microarray chips allow scientists to simultaneously monitor the concentration of thousands of RNA transcripts in a sample of cells. Although RNA concentration is not the same as protein concentration, microarray measurements are expected to be representative of the relative number of fully-formed proteins in a cell population.
Figure 7: Elliptical contours of the residual sum of squares function (red) along with the constraint regions (green) for the lasso (left) and ridge regression (right): $|w_1| + |w_2| \leq 1$ and $w_1^2 + w_2^2 \leq 1$, respectively. Both the lasso and ridge regression select the first point where the elliptical contours hit the corresponding constraint region. In this case, the lasso returns a sparse solution $\hat{w} = (\hat{w}_1, \hat{w}_2)$ where $\hat{w}_2$ is equal to zero. By contrast, the ridge regression solution is not sparse.

DNA microarray chips represent a significant technological breakthrough because, for the first time, scientists have been able to monitor the internal state of a biological system [18, 19]. Nevertheless, microarray gene expression data suffer from several drawbacks. First, microarray measurements are affected by a substantial amount of experimental and biological noise. Second, the economic cost of microarray experiments is considerably high. Hence, microarray datasets usually include a limited number $n$ of sample instances. Finally, each microarray sample is a $d$-dimensional vector with the relative expression of $d$ genes where $d \gg n$. This combination of noisy measurements, reduced number of sample instances and very high-dimensional feature space makes significantly difficult the analysis of microarray data. In particular, most machine learning methods are designed to work with large datasets of relatively low dimensionality that include minor levels of noise. When these methods are applied to microarray data ‘overfitting’ is a considerable problem. The conclusion is that gene expression datasets have to be analyzed by specific pattern recognition methods.

### 6 Sparse Linear Methods

A popular approach for modeling limited high-dimensional data is to consider an underlying sparse linear model whose output is formed by the activity of a reduced subset of features. Let us assume a standard regression framework where $D = \{(x_i, y_i)\}_{i=1}^n$ is a training set with $n$ observations, each one formed by a $d$-dimensional feature vector $x_i$ and a corresponding scalar target $y_i$. The objective is to learn a function whose input is a new feature vector $\hat{x}$ and whose output is a prediction $\hat{y}$ for the true target value of $x$. A simple characterization for such function is a linear model:

$$\hat{y} = w_1 \hat{x}_1 + \cdots + w_d \hat{x}_d,$$

where $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_d)^T$ and $w = (w_1, \ldots, w_d)^T$ is a vector of real coefficients. Usually, $w$ is fixed by minimizing the residual sum of squares on the training data subject to a bound on its euclidian norm. This process is called ridge regression [20]. However, when the level of noise in the features is high and $d \gg n$, ridge regression may identify spurious patterns in $D$ that do not generalize to new data instances. This is particularly the case when $y_i$ only depends on a few components of $x_i$. Under this setting, overfitting can be reduced by assuming that the optimal choice for $w$ is a sparse vector with many zero components. In this case, an estimate for $w$ can be obtained by running a sparse linear method [7, 8, 9] on the training data. As well as reducing overfitting, sparse techniques also allow us to identify the most relevant features for solving the learning task.

#### 6.1 The Lasso

The lasso (least angle shrinkage and selection operator) selects $w$ by minimizing the sum of squares on $D$ subject to a bound on the $L_1$ norm of this coefficient vector [7, 20]. In particular, the lasso
estimate for \( \hat{w} \) is defined by

\[
\hat{w} = \operatorname*{arg\,min}_w \left\{ \sum_{i=1}^{n} (y_i - w^T x_i)^2 \right\} \quad \text{subject to} \quad \sum_{i=1}^{d} |w_i| \leq \alpha,
\]

where \( \alpha \) is a positive regularization parameter. The computation of \( \hat{w} \) is a quadratic programming problem with linear inequality constraints [7] that can be solved very efficiently [21]. Additionally, \( \hat{w} \) is frequently a sparse vector with many components equal to zero. The origin of this sparsity lays in the specific contours of the \( L_1 \) constraint function as illustrated in Figure 7 for a two-dimensional regression problem. The residual sum of squares is a quadratic function whose elliptical contours are centered at the full least squares estimate. The constraint regions for the lasso and ridge regression are respectively the diamond \(|w_1| + |w_2| \leq 1\) and the disk \(w_1^2 + w_2^2 \leq 1\). Both methods select the first point \( w \) where the elliptical contours hit the constraint region. When the solution occurs at a corner of the diamond, the corresponding component of \( \hat{w} \) is equal to zero. Because the disk has no corners, the ridge regression solution is never sparse. When the dimensionality is increased, the diamond turns into a rhomboid with many corners. The lasso solution is then very likely to occur at some of those corners, producing a sparse coefficient vector.

The regularization parameter \( \alpha \) controls the number of components of \( \hat{w} \) that are zero. In particular, the smaller \( \alpha \) is, the 'sparser' \( \hat{w} \) results. However, the optimal choice for \( \alpha \) is specific of the problem under analysis and there is no straightforward rule for computing it. Hence, to fix this regularization parameter, we may perform a cross-validation search using the training data. Once \( \alpha \) has been tuned and \( \hat{w} \) is available, we may identify the most relevant features for solving the regression task. These features correspond to the components of \( \hat{w} \) that are different from zero.

### 6.2 Automatic Relevance Determination

Given \( \mathcal{D} \), the automatic relevance determination (ARD) framework yields a sparse estimate for \( w \) by regularizing the space of solutions with a data-dependent prior that forces some of the components of this coefficient vector to be zero [22, 9]. The basic ARD prior for \( w \) is given by

\[
\mathcal{P}(w) = \prod_{i=1}^{d} \mathcal{N}(w_i, 0, \alpha_i^{-1}),
\]

where \( \mathcal{N}(x, \mu, \sigma^2) \) is the density function for a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) evaluated at \( x \) and the \( \alpha_i \) are non-negative hyperparameters controlling the prior variance for each unknown component of \( w \). In particular, when \( \alpha_i \) is small, we expect the solution for \( w_i \) to be rather large in absolute value and when \( \alpha_i \) is large, the solution for \( w_i \) is expected to be close to zero. The value of these hyperparameters \( \alpha_1, \ldots, \alpha_d \) is computed from the data by first, marginalizing over the coefficient vector \( w \) and then, maximizing the type-II likelihood or evidence [9]. For this, the targets \( y_i \) are assumed to be generated by the model

\[
y = Xw + \sigma^2 n,
\]

where \( y = (y_1, \ldots, y_n)^T \), \( X \) is the \( n \times d \) matrix whose \( i \)-th row is equal to \( x_i^T \), \( n \) is an \( n \)-dimensional random vector whose components are independent and identically distributed following a standard Gaussian distribution and \( \sigma^2 \) is a positive parameter that represents the level of noise in the targets. The logarithm of the evidence under this model is given by

\[
\mathcal{L}(\alpha) = \log \int \prod_{i=1}^{n} \mathcal{P}(y_i | x_i, w) \mathcal{P}(w) \, dw = -\frac{1}{2} \log |C| - \frac{1}{2} y^T C^{-1} y + \text{constant},
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_d)^T \), \( C \) is the \( n \times n \) matrix

\[
C = \sigma^2 I + \sum_{i=1}^{d} \alpha_i^{-1} \varphi_i \varphi_i^T
\]

and \( \varphi_i \) is the \( i \)-th column of matrix \( X \). Appendix D describes a very efficient greedy algorithm for the local maximization of (9). Once a maximum \( \hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_d)^T \) of \( \mathcal{L}(\alpha) \) is obtained, the corresponding estimate for \( w \) is given by the posterior mean, namely

\[
\hat{w} = (\sigma^2 A + X^T X)^{-1} X^T y,
\]
Figure 8: Left, ‘spike and slab’ prior density for a single coefficient. This density is a mixture of a Gaussian and a Dirac delta function, both centered at zero. The delta function has been represented by an arrow pointing to $+\infty$. Right, approximation of the posterior distribution for $w$. The training data is the same as in the two-dimensional regression problem of Figure 7 and $\sigma^2$ was fixed to 1. The prior for $w$ is a spike and slab distribution where $s^2 = 1$ and $\omega = 0.5$. The maximum likelihood solution is marked in the diagram with an ‘x’. The density plot was obtained by generating 10,000 samples from the posterior by Gibbs sampling [27] and then computing a kernel density estimate. Three regions of high probability can be identified in the plot. Two of them correspond to sparse solutions where either $w_1 = 0$ or $w_2 = 0$. These sparse regions are approximated as clouds with positive lengths and widths, but they are actually straight lines with only one dimension. The third region lays between the other two and corresponds to non-sparse solutions. Finally, the posterior density is maximal in the sparse region in which $w_2 = 0$.

where $A = \text{diag}(\hat{\alpha}_1, \ldots, \hat{\alpha}_d)$. As a result of the maximization of $L(\alpha)$, several hyperparameters $\alpha_i$ will take an infinite value and the corresponding $w_i$ will have a posterior distribution with mean and variance both zero. Hence, the estimate for $w$ given by the ARD approach is typically a sparse vector. The origin of this sparsity can be understood from an alternative formulation of the ARD objective function $L(\alpha)$ using auxiliary functions [23]. Under this new formulation, a local maximum of the objective function is obtained by solving a series of re-weighted lasso regression problems. Finally, according to ARD, the most relevant features for solving the regression task correspond to the $\alpha_i$ that are finite once $L(\alpha)$ has been maximized.

6.3 Bayesian Sparsity

Under a Bayesian framework, sparsity is enforced by incorporating a prior on $w$ that concentrates its mass on sparse parameter vectors. Some sparsifying priors are the Laplace [24] or the ‘spike and slab’ [8] distributions. This latter prior works by introducing a $d$-dimensional vector of binary latent variables denoted $z = (z_1, \ldots, z_d) \in \{-1, 1\}^d$, where $z_i = 1$ if the $i$-th component of $w$ is not zero and $z_i = -1$ otherwise. Conditioning on $z$, the prior for $w$ is given by

$$P(w|z) = \prod_{i=1}^{d} \left[ \frac{z_i + 1}{2} N(w_i, 0, s^2) + \frac{1 - z_i}{2} \delta(w_i) \right],$$

(12)

where $s^2$ is the prior variance for the non-zero components of $w$ and $\delta$ is the Dirac delta function which represents a point mass at zero. Note that when $z_i = -1$, the $i$-th component of $w$ is not random because it can only take value zero. By contrast, when $z_i = 1$, the prior for $w_i$ is a Gaussian with zero mean and variance $s^2$, where $s^2$ is significantly larger than zero. The term ‘spike and slab’ has its origin in the delta function (the spike) and the broad Gaussian (the slab) that appear in (12). To complete the prior for $w$, we have to fix the ‘a priori’ probabilities for each component of $z$. These probabilities are often described by independent Bernoulli distributions:

$$P(z) = \prod_{i=1}^{d} \left[ \frac{z_i + 1}{2} \omega + \frac{1 - z_i}{2} (1 - \omega) \right],$$

(13)
where \( 0 < \omega < 1 \) is the prior probability that a specific component of \( w \) is not zero. Very frequently, this constant is fixed to 0.5 so that (13) is non-informative on \( z \) [25]. The unconditional prior for \( w \) is then obtained by marginalizing the product of (12) and (13) with respect to \( z \). The resulting density for each component of \( w \) is a mixture of a Gaussian and a delta function, as illustrated in the left of Figure 8. Finally, before performing any Bayesian analysis, we must specify a likelihood function for the model parameters. For this, we assume that the targets are generated by model (8).

Under this setting, the likelihood for \( w \) given \( y \) and \( X \) is

\[
P(y|X, w) = \prod_{i=1}^{n} P(y_i|x_i, w) = \prod_{i=1}^{n} \mathcal{N}(y_i|w^i x_i, \sigma^2).
\]

Once we have a likelihood function and a prior distribution, Bayes’ theorem allows us to compute the posterior distribution for \( w \) when \( y \) and \( X \) are observed:

\[
P(w|y, X) = \frac{\sum_z P(y|X, w)P(w|z)P(z)}{P(y|X)},
\]

where the latent variables \( z \) have been marginalized out. This posterior represents our uncertainty on \( w \) after observing \( y \) and \( X \). The right of Figure 8 displays a plot of the posterior distribution for a two-dimensional regression problem. Three regions of the Euclidian plane have large posterior probabilities in this case. Two of them correspond to sparse parameter vectors where either \( w_1 = 0 \) or \( w_2 = 0 \). The third region lays between the other two and represents solutions that are not sparse. To compute a probabilistic prediction for the target \( y \) of a new feature vector \( x \) we use

\[
P(\hat{y}|X, y, \hat{x}) = \int P(\hat{y}|\hat{x}, w)P(w|X, y) \, dw.
\]

In this formula, any possible value for \( w \) is considered for prediction with a weight proportional to its posterior probability. Additionally, the Bayesian machinery under the ‘spike and slab’ prior also allows us to perform feature selection. For this, we employ the posterior distribution for the latent vector \( z \), namely

\[
P(z|y, X) = \frac{\int P(y|X, w)P(w|z)P(z) \, dw}{P(y|X)}
\]

where \( w \) has been marginalized out. The most relevant features for solving the regression problem are then given by those \( z_i \) for which \( z_i = 1 \) has the largest marginal probability under (17). Finally, although the sparse Bayesian framework can be very attractive, its computational burden limits its applicability. In particular, most of the aforementioned operations require to compute summations and integrals whose cost grows exponentially in \( d \). In practice, exact inference is not feasible under the sparse Bayesian setting and approximate methods have to be employed. These involve either sampling from the posterior distribution or approximating the posterior with a simpler distribution that is analytically tractable [27].

7 Summary

In this paper we have given a brief introduction to the mechanism by which cells produce proteins. This mechanism is called gene expression and consists in the synthesis of a functional polypeptide chain from the genetic information stored in the DNA. The first step in the gene expression process is called transcription and it involves the copying of a DNA sequence into a pre-mRNA molecule by the enzyme RNA polymerase (RNAP). During the lifetime of a cell, different proteins have to be produced at different rates. This requires of a control step in the gene expression process. Control of final protein concentration is mainly performed at the transcription level by a series of regulatory molecules that modify the activity of RNAP. The most important of these molecules are a set of proteins called transcription factors that alter the affinity of RNAP to bind a particular sequence of DNA. Interactions between regulators and regulatees at the transcription level can be organized in a transcription control network (TCN), whose edges are formally described by differential equations.

For different reasons, we might be interested in constructing a model of cell functioning, e.g. a TCN. Such a model can be obtained by first, measuring protein concentrations in a cell under different conditions and second, applying specific machine learning methods to the data. Microarray chips are a novel technology that allows scientists to approximately measure protein concentrations in a
sample of cells. However, microarray datasets are frequently very noisy, with a reduced number \( n \) of sample instances and a feature space of very large dimension \( d \), where \( d \gg n \). These characteristics make significantly difficult the analysis of microarray data since most machine learning methods are likely to identify irrelevant patterns in this ‘large \( d \), small \( n \)’ scenario. A common solution is then to consider a sparse linear model, whose parameters are learned using a sparse linear method like the Lasso, the automatic relevance determination framework or the ‘spike and slab’ Bayesian technique.

A Differential Equation under no Regulation

The rates of product formation for \( \alpha A \) and \( X \) are given by

\[
\frac{d[PN]}{dt} = k_{-1}[P][N] - (k_{+2} + k_{-1})[PN] = 0, \tag{18}
\]

\[
\frac{d[X]}{dt} = k_{+2}[PN] - \delta[X], \tag{19}
\]

where the first equation is equal to zero because we have assumed that \([PN]\) changes much more slowly than \([P]\) and \([N]\). Additionally, we have also assumed that the total concentration of promoter is constant and equal to \([N]_0\), namely \([N] + [PN] = [N]_0\). Solving for \([N]\) and substituting in (18) yields \([PN] = [P][N]_0/(K_m + [P])\), where \(K_m = (k_{-1} + k_{+2})/k_{+1}\). Replacing this result in (19) allows us to obtain

\[
\frac{d[X]}{dt} = \frac{V_m[P]}{[P] + K_m} - \delta[X], \tag{20}
\]

where \(V_m = k_{+2}[N]_0\).

B Differential Equation under Positive Regulation

When the promoter \( N \) binds \( \alpha \) molecules of \( A \) the complex \( \alpha A N \) is formed. We ignore intermediate states where \( N \) binds less than \( \alpha \) molecules of activator. The corresponding scheme for the chemical reactions between \( A \) and \( N \) is

\[
\alpha A + N \overset{k_{+3}}{\underset{k_{-3}}{\rightleftharpoons}} \alpha A N, \tag{21}
\]

where \(k_{+3}\) and \(k_{-3}\) are respectively the rates of complex formation and complex dissociation. The rate of product formation for \( \alpha A N \) is therefore

\[
\frac{d[\alpha A N]}{dt} = k_{+3}[N][A]^{\alpha} - k_{-3}[\alpha A N] = 0, \tag{22}
\]

where we have assumed that the concentration of \( \alpha A N \) changes very slowly. Additionally, we also assume that the total concentration of promoter, either bound by \( A \) or free, is constant and equal to \([N]_0\), namely \([N] + [\alpha A N] = [N]_0\). Solving for \([\alpha A N]\) and substituting in (22) allows us to obtain the concentration of promoter that can be bound by RNAP, namely

\[
[\alpha A N] = \frac{[A]^\alpha [N]_0}{K_A + [A]^\alpha}, \tag{23}
\]

where \(K_A = k_{-3}/k_{+3}\). This is a particular form of the Hill equation [2] and it describes the cooperative binding of the \( \alpha \) molecules of \( A \). A differential equation for the rate of production of \( X \) is then obtained by replacing \([N]_0\) in (20) with the previous expression for \([\alpha A N]\).

C Differential Equation under Negative Regulation

When the promoter \( N \) binds \( \beta \) molecules of repressor \( R \) the complex \( \beta RN \) is formed. We ignore intermediate states where \( N \) binds less than \( \beta \) molecules of \( R \). The corresponding scheme for the chemical reactions between \( R \) and \( N \) is

\[
\beta R + N \overset{k_{+4}}{\underset{k_{-4}}{\rightleftharpoons}} \beta RN, \tag{24}
\]
where $k_{-4}$ and $k_{-4}$ are respectively the rates of complex formation and complex dissociation. The rate of product formation for $\beta RN$ is therefore
\[
\frac{d[\beta RN]}{dt} = k_{+4}[N][R] - k_{-4}[\beta RN] = 0,
\]
where we have assumed that the concentration of $\beta RN$ changes very slowly. Additionally, we also assume that the total concentration of promoter, either bound by $R$ or free, is constant and equal to $[N]_0$, namely $[N] + [\beta RN] = [N]_0$. Solving for $[\beta RN]$ and substituting in (25) allows us to obtain the concentration of promoter that can be bound by RNAP, namely
\[
[N] = \frac{[N]_0}{1 + [R]^\beta / K_R},
\]
where $K_R = k_{-4}/k_{+4}$. A differential equation for the rate of production of $X$ is then obtained by replacing $[N]_0$ in (20) with the previous expression for $[N]$.

D Maximization of the Evidence in the ARD Framework

To maximize $\mathcal{L}(\alpha)$ with respect to $\alpha$ we follow [26, 27]. In particular, the contribution of each $\alpha_i$ to the total logarithm of the evidence is separated out:
\[
\mathcal{L}(\alpha) = \mathcal{L}(\alpha_{-i}) + \frac{1}{2} \left[ \log \alpha_i - \log(\alpha_i + s_i) + \frac{q_i^2}{\alpha_i + s_i} \right],
\]
where $\alpha_{-i}$ is obtained from $\alpha$ by setting the $i$-th component of this vector to $+\infty$ and the quantities $s_i$ and $q_i$ are given by
\[
s_i = \varphi_i^T C_{-i}^{-1} \varphi_i,
\]
\[
q_i = \varphi_i^T C_{-i}^{-1} y,
\]
where $C_{-i}$ is obtained by pulling out the contribution from $\alpha_i$ in matrix $C$, namely
\[
C_{-i} = C - \alpha_i^{-1} \varphi_i \varphi_i^T.
\]
The quantities $s_i$ and $q_i$ are respectively called the sparsity and the quality of the $i$-th feature. A large value of $s_i$ with respect to $q_i$ means that the $i$-th feature is unlikely to be relevant and consequently, the optimal value for $\alpha_i$ is likely to be infinite. The 'sparsity' represents the redundancy of the $i$-th feature with respect to the other features already included in the model. The 'quality' measures the alignment of the $i$-th feature with respect to the errors of the model when this feature is excluded. The local maximization of $\mathcal{L}(\alpha)$ with respect to $\alpha_i$ occurs when the derivative of (27) with respect to $\alpha_i$ is equal to zero. This derivative is
\[
\frac{d\mathcal{L}(\alpha)}{d\alpha_i} = \frac{\alpha_i^{-1} s_i^2 - (q_i^2 - s_i)}{2(\alpha_i + s_i)^2}
\]
and there are two possible forms for the solution. When $q_i^2 \leq s_i$, the solution is obtained by setting $\alpha_i = +\infty$ and when $q_i^2 > s_i$, we maximize $\mathcal{L}(\alpha)$ with respect to $\alpha_i$ by setting $\alpha_i = s_i/(q_i^2 - s_i)$. For the computation of the quantities $s_i$ and $q_i$ we employ
\[
s_i = \frac{\alpha_i S_i}{\alpha_i - S_i}, \quad q_i = \frac{\alpha_i Q_i}{\alpha_i - S_i}, \quad S_i = \varphi_i^T C_{-i}^{-1} \varphi_i, \quad Q_i = \varphi_i^T C_{-i}^{-1} y,
\]
where $Q_i$ and $s_i = S_i$ when $\alpha_i = +\infty$. Finally, when $\alpha_i$ is modified we may update $C_{-i}^{-1}$ as
\[
C_{-i}^{-1} \leftarrow C_{-i}^{-1} \frac{\alpha_i^{-1} \varphi_i \varphi_i^T C_{-i}^{-1}}{\alpha_i^{new} + \varphi_i^T C_{-i}^{-1} \varphi_i}.
\]
The resulting algorithm for maximizing $\mathcal{L}(\alpha)$ implies the following steps:

1. Initialize $\alpha_i = +\infty$ for $i = 1, \ldots, d$ and $C^{-1} = \sigma^{-2} I$.
2. Choose an $\alpha_i$ to optimize and compute $q_i$ and $s_i$.
3. If $q_i^2 > s_i$, set $\alpha_i = s_i/(q_i^2 - s_i)$ else, set $\alpha_i = +\infty$. Update $C^{-1}$ if $\alpha_i$ was modified.
4. Go to step 2 until all the $\alpha_i$ have reached convergence, otherwise terminate.

The bottleneck of this algorithm lays in the update of matrix $C^{-1}$, which has a computational cost equal to $O(n^2)$, where $n$ is the number of instances in the training set. A slightly different algorithm for maximizing $\mathcal{L}(\alpha)$ is described by [26, 27]. In that case, each iteration has a cost $O(n^3)$, where $m$ is the number of $\alpha_i$ that are finite during the current iteration.
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