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Bayesian optimization

We are interested in solving black-box optimization problems of the form

$$x^* = \arg \max_{x \in X} f(x)$$

where black-box means:

- We may only be able to observe the function value, **no gradients**.
- Our observations may be **corrupted by noise**.

One requirement on the noisy outputs: $$\mathbb{E}[Y_t|x_t] = f(x_t)$$.

Black-box queries are **very expensive** (time, economic cost, etc...).
Example (AB testing)
Users visit our website which has different configurations (A and B) and we want to find the **best configuration** (possibly online).

Example (Hyperparameter tuning)
We have some algorithm which relies on **hyperparameters** which we want to optimize with respect to performance.

Example (Design of new molecules)
We want to find molecular compounds with optimal **chemical properties**: more efficient solar panels, batteries, drugs, etc...
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Two primary questions to answer are:

- What is the **model** and
- What is the **exploration strategy** given the model?
We want a model that can both **make predictions** and maintain a measure of **uncertainty** over those predictions.

**Gaussian processes** provide a flexible prior for modeling continuous functions of this form.

**Bayesian neural networks** are an alternative when the data size is large.
Modeling: Gaussian processes

A Gaussian process \( f \sim \text{GP}(m, k) \) defines a distribution over functions such that any finite collection of evaluations at \( x_{1:n} \) are Normally distributed,

\[
\begin{bmatrix}
  f(x_1) \\
  \vdots \\
  f(x_t)
\end{bmatrix}
\sim \mathcal{N}
\begin{pmatrix}
  \begin{bmatrix}
    m(x_1) \\
    \vdots \\
    m(x_t)
  \end{bmatrix},
  
  \begin{bmatrix}
    k(x_1, x_1) & \cdots & k(x_1, x_t) \\
    \vdots & \ddots & \vdots \\
    k(x_t, x_1) & \cdots & k(x_t, x_t)
  \end{bmatrix}
\end{pmatrix}
\]

If the observations \( y \) are the result of Normal noise on \( f \), then
- \( P(y_{1:n}, f(x_{1:n})) \) is jointly Gaussian.
- Conditioning can be done in closed-form.
- The result is a tractable GP posterior distribution.

Rasmussen and Williams [2006]
The exploration strategy: expected improvement

The exploration strategy must explicitly trade off between exploration and exploitation.

Should map the model and a query point to expected future value. The result is an acquisition function.

Common approach: maximize the Expected Improvement (EI):

$$\alpha_t(x) = \mathbb{E}_{f(x)} \left[ \max \left( 0, f(x) - f(x_+) \right) \bigg| D_t \right] \quad D_t, \text{the observations.}$$

$$x_+, \text{best value so far.}$$

Intuitively, EI selects the point which gives us the most improvement over our current best solution, in the next round.
The exploration strategy: Entropy Search

Entropy search (ES) maximizes the expected reduction in entropy:

\[ \alpha_t(x) = H[x^*_t | D_t] - \mathbb{E}_y \left[ H[x^*_{t+1} | D_t \cup \{(x, y)\}] \right]_{D_t, x} \]  

where \( x^*_t \) is the unknown global optimizer.
Predictive Entropy Search

The ES acquisition function is equal to $I(y, x_*) = I(x_*, y)$. We can swap $y$ and $x_*$ and rewrite the acquisition as

$$
\alpha_t(x) = H[y \mid D_t, x] - \mathbb{E}_{x_*} \left[ H[y \mid D_t, x, x_*] \mid D_t, x \right] \quad \text{(PES)}
$$

which we call **Predictive Entropy Search**.

Approximating the PES acquisition function can be done in two steps:

1. Sampling from the distribution over global maximizers $x_*$. 
2. Estimating the predictive entropy for $y$ conditioned on $x_*$. 

Hernández-Lobato et al. [2014]
To sample $x_\star$ we need only sample $\tilde{f} \sim p(f|D_t)$ and return $\arg \max_x \tilde{f}(x)$.

However, $\tilde{f}$ is an infinite dimensional object!

Instead we use $\tilde{f}(\cdot) \approx \phi(\cdot)^T \theta$ where $\phi(x) = \sqrt{2\alpha/m} \cos(Wx + b)$.

Bochner’s theorem shows that when $m \to \infty$ the approximation is exact.
Instead of conditioning to $x_\star$, we use the following simplified constraints:

\begin{align*}
\nabla f(x_\star) &= 0 \\
\text{upper}[\nabla^2 f(x_\star)] &= 0
\end{align*}

\begin{align*}
\mathbf{d} &= \text{diag}[\nabla^2 f(x_\star)] < 0 \\
\max_t f(x_t) &< f(x_\star) < f(x)
\end{align*}

- We can incorporate the equality constraints on the gradient and the Hessian \textit{analytically}.
- To deal with the inequality constraints we use the method \textit{expectation propagation} (EP).
- The result is a Gaussian approximation to $p(y|\mathcal{D}_t, x, x_\star)$ for which we can easily calculate the entropy.
Accuracy of the PES approximation

The following compares a fine-grained \textit{rejection sampling} (RS) scheme to compute the ground truth objective with ES and PES.

We see that PES provides a much better approximation.
Results on simulated data

Here we show results where the objective function is sampled from a known GP prior.
Results on more realistic tasks
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A cookie company wants to create a low-calorie cookie that is just as tasty as the original. This is a constrained optimization problem over the parameterized space of cookie recipes:

More generally, we want to solve

$$\max f(x) \quad \text{s.t.} \quad c_1(x) \geq 0, \ldots, c_K(x) \geq 0,$$

where $f$ and $c_1, \ldots, c_K$ are unknown and return noisy values.
Predictive entropy search with unknown constraints

The PESC acquisition function is

\[ \alpha_t(x) = \mathbb{H}[y|D_t, x] - \mathbb{E}_{x^*} \left[ \mathbb{H}[y|D_{t}, x, x^*] | D_t, x \right]. \]  

(PESC)

An approximation is obtained in two steps (as in PES):

1. Sampling from the distribution over global maximizers \( x^* \).

   Sample \( \tilde{f} \sim p(f|D_t), \tilde{c}_1 \sim p(c_1|D_t), \ldots, \tilde{c}_K \sim p(c_K|D_t) \) and solve

   \[ \arg \max_x \tilde{f}(x) \quad \text{s.t.} \quad \tilde{c}_1(x) \geq 0, \ldots, \tilde{c}_K(x) \geq 0, \]

2. Estimating the predictive entropy for \( y \) conditioned on \( x^* \).

\[
p(y|D_t, x, x^*) \propto \int \delta[y_0 - f(x)] \left[ \prod_{k=1}^K \delta[y_k - c_k(x)] \right] \prod_{x' \neq x^*} \left\{ \prod_{k=1}^K \Theta[c_k(x')] \right\} \Theta[f(x^*) - f(x')] + \left\{ 1 - \prod_{k=1}^K \Theta[c_k(x')] \right\} \\
\left[ \prod_{k=1}^K \Theta[c_k(x^*)] \right] p(f, c_1, \ldots, c_K | D_t) \, df \, dc_1 \ldots dc_K.
\]

Approximated with a product of univariate Gaussians using EP.

Hernández-Lobato et al. [2015]
Experimental results

Optimizing a neural network validation error on MNIST when constrained to make predictions in under 2ms.

Optimizing the effective sample size of HMC on logistic regression when constrained to pass convergence diagnostics.

Baseline: expected improvement with constraints (EIC):

\[ \alpha_t(x) = \mathbb{E} \left[ \max \left( 0, f(x) - f(x_+) \right) \middle| D_t \right] \left[ \prod_{k=1}^{K} p(c_k(x) \geq 0) \right] \]
The PESC acquisition function is **additive** across \( f \) and \( c_1, \ldots, c_K \).
Thank you for your attention!


